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University of Alberta, Edmonton, Canada

Abstract

Purpose – This paper seeks to review current research on assistive consumer technologies (ACT 1.0)
and to discuss a series of research challenges that need to be addressed before the field can move
towards tools that are more effective and more readily adopted by consumers (ACT 2.0).

Design/methodology/approach – This is a conceptual paper. The perspective, commensurate with
the current research and areas of expertise, is that of consumer researchers.

Findings – The paper argues that, while substantial advances have been made in the technical
design of ACTs – and the algorithms that power recommendation systems, there are substantial
barriers to wide-scale consumer adoption of such tools that need to be addressed. In particular, future
ACT designs will need to better integrate current research in human judgment and decision making to
improve the ease with which such tools can be used.

Originality/value – From the perspective of consumer researchers, the paper highlights a set of key
areas of enquiry that have the potential to substantially advance assistive consumer technology
research.
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Paper type Conceptual paper

Information technology has fundamentally altered the day-to-day lives of the world’s
consumers. Today, it is hard for many people to remember how common consumption
tasks – from booking a flight to buying a book – were accomplished before the
worldwide web. Many of the multimedia technologies that consumers now take for
granted –, e.g. downloading music or movies, sharing pictures or video with friends,
watching a live stream of one’s favorite sports team or engaging in multi-player online
gaming – have only been widely available with the adoption of broadband Internet
access, which the majority of US households did not have prior to 2007. This rapid
evolution of information technology has led to the availability of vast – and
ever-increasing – quantities of information.

Lyman and Varian (2000) estimated that in 1999 the world produced between 2 and
3 exabytes[1] of new information – approximately 500 megabytes for every human on
the planet. However, that study did not include information available via the Internet.
In a follow-up study, which included information on the World Wide Web, they
estimated that approximately 18 exabytes of new data was produced in 2002 (Lyman
and Varian, 2003). A report from the International Data Corporation estimated that in
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2007, 281 exabytes of digital data were created and they projected that the amount
would grow to 1,800 exabytes by 2011 (Gantz et al., 2009). More recently, a project
conducted at the University of California, San Diego, entitled “How Much
Information?” (Bohn and Short, 2009), estimated that the average person in the US
now consumes about 34 gigabytes of information per day[2]. In addition, while much of
the information that people have consumed prior to the advent of the worldwide web
was passive – i.e. television, radio, newspaper, etc. – today half of the bytes delivered
to people are consumed interactively, over the Internet.

Relative to the information available to contemporary consumers, most of our
history has taken place in a state of extreme information poverty. In fact, it has been
argued that humans evolved in a world that required us to make decisions with limited
data and that the need to be able to make choices quickly with little information has
defined the architecture of human cognition (e.g. Anderson, 1990). However, the
success of a cognitive system that has excelled at making rapid decisions without
much data is being challenged in an environment that generates a flow of information
measured in zettabytes.

Fortunately, the rapid improvements in technology that have given rise to vast and
ever-growing amounts of information also have the potential to facilitate solutions to
many of the associated problems. In this article, we examine the potential for
technology to assist people in their decision-making in an information rich
environment. In particular, we focus on what we call assistive consumer
technologies (ACTs) – i.e. tools that help consumers make better choices, with less
effort, when faced with daunting data and limited time. In principle, ACTs can include
a wide variety of decision aids. However, in this article we are specifically interested in
those that help consumers search the marketplace for products that best match their
preferences and then provide a set of recommendations. For the most part, we will be
discussing the implementation of such tools within the context of Internet-based
electronic commerce. We will also explore the movement toward a world of augmented
reality where mobile applications allow consumers to interact with the real and virtual
worlds simultaneously.

Our perspective, commensurate with our current research and areas of expertise, is
that of consumer researchers. Although we will briefly review the advances that have
been made in algorithms and ACT functionality, our primary focus is on providing
decision assistance that is valued by consumers and on building tools that consumers
are in fact likely to adopt for use in real-world choices. This paper is structured in four
major sections. The first section describes the problems that consumers are facing in a
world that offers ever-growing access to information and information of increasing
complexity and interactivity. The subsequent two sections focus on previous research
(ACT 1.0) and opportunities within emerging and future streams of research (ACT
2.0)[3]. Following that, we briefly discuss some emerging opportunities for research in
the growing market for mobile commerce, as well as the rise of augmented reality and
the progression toward multi-agent systems. In doing so, we intend to raise as many
questions as we answer, in hopes of sketching out a general path for future research
into assistive consumer technology.

Too much choice
Until very recently, consumers did most of their shopping at neighborhood stores that
carried a small selection of items in a few different product categories. Choosing
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between a handful of breakfast cereals, or deciding to buy a book from a single shelf of
best sellers, was a relatively easy decision that could be made with minimal effort.
However, as the size of retail stores expanded, so did the number of product categories
offered and the number of items in each category. Modern “big box” stores regularly
stock more than 50,000 unique items, with some supercenters selling more than 150,000
items. Yet, even gigantic stores with hundreds of thousands of square feet have
selections that are dwarfed by the millions of products being offered for sale on web
sites such as Amazon or eBay.

At first glance, it would seem that the more choice consumers have the better off
they would be. With more options consumers should be able to find products that
better match their needs and wants. One of the fundamental tenets of marketing theory
is that firms should segment markets and deliver products that are specifically
designed to match the preference profiles of target customer segments (Dickson and
Ginter, 1987; Smith, 1956). Ultimately, this approach implies that the number of
available products should increase over time as improvements in technology and
management efficiency allow firms to create products that are targeted at increasingly
small segments – possibly even individual customers (Anderson, 2006). The better
match between preferences and offered products should increase demand, allowing
firms to sell more products that consumers are more satisfied with buying. And, in fact,
research has clearly demonstrated that having options available – i.e. having the
freedom to choose – does have positive effects; including enhancing intrinsic
motivation, elevating consumers’ sense of control, improving task performance and
even increasing overall life satisfaction (Deci, 1975, 1981; Deci and Ryan, 1985; Glass
and Singer, 1972a, b; Langer and Rodin, 1976; Rotter, 1966; Schulz and Hanusa, 1978;
Taylor, 1989; Taylor and Brown, 1988).

The problem arises when the consumer goes shopping for the product that is the
best match to his or her preferences (Schwartz, 2005). Faced with a shelf offering a few
alternatives, the decision process is relatively easy. However, confronted by countless
variations for even the most basic products, finding those that best match ones’
preferences becomes a Herculean task. Given far more information and alternatives
than a consumer can even begin to process, the benefits of having a choice give way to
the negative consequences of having too much choice. Recent work has indicated that
choosing from a large number of products can increase regret, decrease product
satisfaction, lower self-esteem, reduce self-control and even decrease overall life
satisfaction (e.g. Baumeister and Vohs, 2003; Carmon et al., 2003; Iyengar and Lepper,
2000; Schwartz et al., 2002). In turn, lower levels of consumer satisfaction, driven by too
many options being available, can decrease firm profitability (Rust et al., 2006;
Thompson et al., 2005).

The good news is that this is exactly the problem that ACTs have been shown to
excel at solving. For example, Häubl and Trifts (2000) provided an early demonstration
of the power of relatively simple tools to improve the quality of consumers’ decisions,
while simultaneously reducing the effort required to make these decisions. The
research of Diehl et al. (2003) indicated that ACTs can also help consumers focus their
decision making on the product attributes that are most important to them – for
example, ACTs can help consumers to choose products with lower prices. In the next
section, we briefly review some of the key research findings related to consumers’
interactions with assistive consumer technology. We then detail a number of critical
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problems that have yet to be addressed and may be creating substantial barriers to the
large- scale adoption of ACTs.

ACT 1.0 – agents and algorithms
For many years researchers in computing science and marketing have recognized the
enormous potential of technology to improve consumers’ lives by providing them
assistance in everyday tasks and more complex decisions. For example, in his book
Being Digital, Negroponte (1995) describes his vision of an agent with a deep
knowledge of the user it serves:

It has become obvious that people want to delegate more functions and prefer to directly
manipulate computers less. The idea is to build computer surrogates that possess a body of
knowledge both about something (a process, a field of interest, a way of doing) and about you
in relation to that something (your taste, your inclinations, your acquaintances). Namely, the
computer should have dual expertise, like a cook, gardener, and chauffeur using their skills to
fit your tastes and needs in food, planting, and driving. When you delegate those tasks it does
not mean you do not like to prepare food, grow plants, or drive cars. It means you have the
option to do those things when you wish, because you want to, not because you have to
(Negroponte, 1995, pp. 150-1).

Similarly, Alba and colleages (1997) expanded on Negroponte’s work with a more
detailed description of a home shopping assistant that has a deep knowledge of its
user’s preferences and leverages this information to facilitate shopping across a broad
range of domains. Such an assistant is able to search the marketplace for specific
products and recommend a small set of alternatives that would appeal to the tastes of
its user. It could pay for purchases on behalf of the user, remind the user when s/he is
running low on regularly purchased items and suggest other products that are
complementary to the targeted item (e.g. a scarf to go with the chosen dress). Along
similar lines, West et al. (1999) described a variety of roles that technology could play
in the consumption process from clerking (assisting consumers in their product search)
to advising (recommending products based on the individual consumer’s preferences)
to tutoring (assisting consumers in discovering and understanding what their
preferences are).

Early empirical research into the potential of ACTs has demonstrated that software
agents that provide product recommendations can substantially improve consumer
decision-making (e.g. Adomavicius and Tuzhilin, 2005; Ariely et al., 2004; Diehl et al.,
2003; Häubl and Trifts, 2000; Häubl and Murray, 2003; Senecal and Nantel, 2004). Yet,
although these tools have tremendous potential, the advances that some had
envisioned (e.g. Alba et al., 1997; Negroponte, 1995) have not materialized. In the
sections that follow we will discuss a number of problems that have slowed the pace of
these advances. First, we address the fundamental problem of the quality of advice that
ACTs are capable of providing. The issue here is that the initial algorithms employed
by agents required extensive data collection – either through behavioral observation
or through direct questioning of the consumer – before they were able to make
recommendations that had a reasonable probability of being helpful to (and adopted
by) consumers. This created a quandary: ACTs could “interrogate” consumers and
provide a more accurate recommendation based on detailed preference profiles or the
ACT could ask only a small number of questions (which is what consumers prefer) and
provide less useful advice (e.g. Murray and Häubl, 2009). To some extent this problem
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has been addressed by recent work that has developed algorithms capable of both
efficiently collecting consumer preference information and effectively providing advice
to consumers.

Improving algorithms
Murray and Häubl (2009) point out that one of the problems with the first generation of
recommendation systems was that they had to interrogate consumers before they were
able to provide high quality recommendations. That is, to develop a preference profile
of a particular consumer, many early ACTs required the consumer to answer a large
number of questions. The process of providing this information is almost as difficult
for consumers as would be searching a large marketplace and screening the available
products without assistance. It is also a process that is very foreign to most consumers
and in fact more akin to completing a market research survey than to asking for advice
from a trusted (human) advisor.

The first part of this problem – i.e. the large number of questions that must be
asked before a recommendation can be made – has been addressed in a variety of
ways. One approach is to use what has been referred to as passive personalization,
where individual consumer profiles are built by inferring preferences from behavior
rather than directly eliciting such information. Murray et al. (2009) demonstrate that
this type of personalization can be very effective at improving the efficiency with
which consumers make decisions. However, passive personalization requires a
substantial amount of behavioral data. This might work for a regular book buyer,
frequent flyer or grocery shopper, but it will be much more difficult to implement in
new product categories (where limited data on relevant prior behavior are available) or
for the many products that consumers purchase infrequently (e.g. computers, TVs,
automobiles and homes).

Another approach is to use a collaborative filtering algorithm and ask consumers
just enough questions to allow them to be grouped with similar individuals
(Balabanovic and Shoham, 1997). Recommendations can then be generated based on
what other people have evaluated favorably or chosen. Yahoo!’s movie
recommendation system follows this kind of approach. However, research has
indicated that while collaborative filtering can provide good recommendations with
very little initial information, this method may not be as effective at providing specific
and detailed assistance when the consumer requires repeated advice over an extended
period of time. In such cases, research by Ariely et al. (2004) has demonstrated that an
algorithm that operates on explicit preference information – in terms of product
attributes – that has been elicited from an individual consumer is better able to learn
and adapt over time. Moreover, collaborative filtering algorithms have often been
designed to work on data sets that have many more consumers than products. The
MovieLens data set, for instance, has 65,000 users and 5,000 movies (see Herlocker et al.,
2004). It is not clear to what extent a collaborative filtering approach can work
effectively in markets where there are fewer users, preferences are complex or when
there are more products than users in the database.

The problem of how to elicit preference information in a minimally intrusive
manner without significantly sacrificing recommendation quality has received
considerable research attention (e.g. Ansari et al., 2000; McNee et al., 2006). Substantial
advances have been made in building more efficient algorithms that require answers to
fewer questions in order to provide personalized recommendations. For example,
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Adaptive Conjoint Analysis ( Johnson, 1987) refines the questions that respondents are
asked in real-time based on their previous answers. By doing so, this approach allows
the researcher to ask fewer questions and more efficiently build a profile of the
individual’s preferences. Building on this approach, Toubia et al. (2003) have
introduced more advanced techniques that further reduce the number of questions that
need to be asked before an accurate profile can be compiled. Similarly, De Bruyn et al.
(2005) developed a stepwise componential regression approach that can provide a high
level of predictive accuracy by asking consumers to answer as few as two questions. In
addition, there is some evidence that current recommendation algorithms are capable
of predicting preferences better than human advisors. For example, in a recent study,
Krishnan et al. (2008) found that, based on a survey, the MovieLens (Balabanovic and
Shoham, 1997) recommender was more accurate than human advisors in predicting
consumers’ movie preferences. These advances in efficient preference profiling can go
a long way towards improving ACTs’ ease of use, thereby making consumers more
likely to adopt these technologies.

Matching products to preferences
However, there is also evidence that building effective preference profiles for individual
consumers that are stable over time may be much more difficult than originally
envisioned (Murray and Häubl, 2009; Simonson, 2005). In theory, products that are
better matched to consumers’ preferences will be in greater demand and have the
potential to substantially improve firms’ profitability (Peppers and Rogers, 1993;
Winer, 2001). Although there are some technical challenges to creating products that
are closely matched to consumers’ preferences, the bigger problem appears to be
understanding what those preferences are in the first place. As Simonson (2005) points
out, eliciting stable preferences from consumers is a challenging task. Consumers tend
to construct their preferences on the fly (Slovic, 1995; Häubl and Murray, 2003, 2006) –
that is, instead of simply retrieving their preferences from a sort of master list in
memory, they tend to rely on a combination of what the situational context prompts
them to think about, their current affective state (Bettman et al., 1998), their current
mode of information processing (Godek and Murray, 2008) and the cues that are
present in the immediate environment (Mandel and Johnson, 2002).

In fact, very subtle differences in the way that consumers are asked about their
preferences or very small differences in the choice environment can have substantial
effects on the decisions that are ultimately made. For example, Häubl and Murray
(2003) examined the impact of a recommendation algorithm that was selective in that it
was based only on a subset of relevant product features. Specifically, the authors
examined consumers’ preferences for backpacking tents after they had been given a
sorted list of products by a recommendation agent. Pre-tests had indicated that most
consumers considered two product features, a tent’s durability and its weight, to be of
greatest importance in this product category. During the preference-elicitation phase of
the recommendation process, study participants were asked to express their subjective
importance of only one of these two primary product attributes along with that of
several other attributes, and the subsequent recommendations were based on
consumers’ preference in terms of that set of attributes. To counterbalance this
manipulation with the specific attributes used, the recommendation process included
durability (but not weight) for half the subjects and weight (but not durability) for the
other half.
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The results of this study illustrate the powerful influence that personalized
recommendations can have on consumers’ choices. Specifically, if the selective
inclusion of attributes in the recommendation process had no influence on purchase
decisions, the extent to which an attribute drives product choice would be independent
of whether or not it was used in generating the recommendations. However, 71 percent
of the participants in this study selected a product that was superior on the attribute
that had been included in the process of generating the recommendations, while only
29 percent selected an alternative that was superior on the other primary attribute – i.e.
the one that had not been included in the recommendation process. Thus, simply
including a particular product feature in the process of generating personalized
product recommendations caused that feature to become more important in consumers’
purchase decisions. In addition, Häubl and Murray (2003) found that the influence of
the personalized recommendations, which were based on only a subset of tent
attributes, on consumer preferences persisted into future purchase decisions (even
though the subsequent shopping trips did not involve any form of personalization).

The research of Mandel and Johnson (2002) provides another example of the
powerful effect that small differences in context can have on consumer
decision-making. Although most of the participants in this study believed that they
would be unaffected by subtle changes in the choice environment, the authors find that
simply changing the background images on a web page had a significant effect on the
choices that consumers made. For example, in one of the studies participants were
exposed to either a blue background with clouds (to prime comfort) or a green
background with pennies (to prime price). After that, they were asked to choose a sofa
from a set of two alternatives – a more comfortable but more expensive one and a less
expensive but less comfortable one. Of those consumers who had been exposed to the
green/pennies background, 44 percent selected the more comfortable sofa. In contrast,
among those consumers who had been exposed to the blue/clouds background, 61
percent chose the comfortable sofa. In addition, the authors found that the results were
the same for both experts and novices in this study.

These are just two examples of consumer decision making during online shopping
that are consistent with a larger stream of research, which demonstrates that
preferences can be very labile and are often constructed by consumers on the fly (e.g.
Slovic, 1995; Bettman et al., 1998). Building on this line of thought, Simonson (2005)
provides a detailed account of the problems associated with providing personalization
in light of what is known about the construction of consumers’ preferences.
Specifically, he examines the assumption that stable preferences can be elicited and
used to generate recommendations or customize products that will be received
favorably by consumers. His process model of customers’ responses to personalization
suggests that preference construction may be a substantial barrier to the successful
implementation of assistive consumer technologies.

What we do not know can hurt us
In addition to the problems that may be inherent when seeking to elicit stable
preferences as a basis for making product recommendations, building profiles by
asking participants about their preferences suffers from an “expertise paradox.” That
is, people who need advice are typically less knowledgeable about the domain in which
they are seeking information – consumer expertise and the need for advice are
negatively correlated (Murray and Häubl, 2009). For example, a camera enthusiast with
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a deep understanding of current technology and of the range of products that are for
sale, and who has an informed opinion about what s/he prefers in a camera has
less need for an ACT that can provide assistance during the purchase process. In
contrast, a consumer who has very little knowledge about cameras, does not clearly
understand the pros and cons of particular product attributes, and has trouble
intelligently differentiating between the available alternatives, is an ideal candidate for
recommendations and advice from an ACT. The problem is that the unknowledgeable
consumer does not know enough about cameras to articulate his/her attribute
preferences –, e.g. eight versus 12 mega pixels, an ISO rating of 400 versus 1,600, etc.
(Liang and Murray, 2010). In other words, although less knowledgeable consumers are
more likely to need the type of decision assistance an ACT can provide, their lack of
knowledge may prevent them from providing the tool with the type of information that
is necessary for it to provide useful assistance.

The double agent problem
The difficulty in eliciting stable preferences is likely to be a substantial barrier to the
development of effective ACTs that are widely adopted by consumers. If the
algorithms that the ACTs are built on do not provide satisfactory recommendations,
consumers are unlikely to make use of these tools (McNee et al., 2006; Murray and
Häubl, 2008, 2009). However, in addition to such technical problems, there are also
strategic problems associated with the development and implementation of ACTs. One
example of a strategic issue facing ACTs is the “double agent” problem (Häubl and
Murray, 2006). Many tools, that are designed, to provide decision assistance to
consumers, have been developed by firms selling products. For example, Sears has
developed tools that help online shoppers select a new appliance that best matches
their needs. Consumers who are unsure about which refrigerator they should buy can
consult Sears’ personal kitchen advisor, which will ask them a series of questions
before recommending a few models that have been screened from Sears’ online
inventory to best fit the preferences of the shopper. Similarly, Target has created an
iPhone application that assists shoppers during the holiday season by suggesting
Christmas gifts that can be purchased through the users’ mobile phone. The problem is
that these tools are double agents – they are working on behalf of the consumer to
assist in the decision making process, but they are also working for Sears and Target
to help sell products. Consumers recognize this conflict of interest and, as a result, may
be less inclined to trust or use the ACT. At the same time, firms like Sears and Target
have little incentive to provide recommendations for products that they do not sell. Yet,
who else has both the motivation and the ability to build ACTs that can understand
consumers’ preferences and have access to details of the available products, which
consumers might be interested in? A viable business model for an altruistic ACT,
which is not created by a product vendor with a vested interest in the choices that
consumers make, has yet to be developed.

The power of human habit
Beyond the technical problems of developing stable preference profiles and avoiding
excessive bias in the nature of recommendations, ACT designers also have to deal with
the highly habitual nature of consumer behavior. We know that people do not like to
have to learn new skills, and that they prefer to use skills they already have when they
begin to use a new technology (Carroll and Rosson, 1987; Murray and Häubl, 2007).
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Unfortunately, when it comes to using something like an ACT, consumers have very
limited skill and experience in taking advice from a machine. Traditionally, when
people want advice, they ask a friend. Getting advice in that manner involves an
etiquette and “interaction protocols” that have been developed and internalized over a
lifetime of experience. Moreover, the process of getting advice from a human rarely
requires a detailed interrogation or a comprehensive review of past behavior (Murray
and Häubl, 2009). Thus, people are not used to providing detailed information about
themselves and their preferences before receiving advice. The average consumer is not
skilled at expressing his or her own preferences (West et al., 1996) and tends to struggle
to assess the value of advice from an external source (Godek and Murray, 2008).
Moreover, given growing privacy concerns, consumers may be reluctant to provide
personal preference information in exchange for advice, even if they are able to provide
such information and are confident that the ACT is going to work in an unbiased way
on their behalf.

To summarize ACT 1.0, it is clear that researchers have made significant advances
in improving the algorithms that can be used to generate personalized product
recommendations to consumers. Yet, there remain substantial barriers to the
widespread adoption of ACTs in consumer markets. We envision an ACT 2.0 that puts
more emphasis on usability (along with the functionality and accuracy of the
underlying algorithms), can credibly establish consumer trust, integrates data from
social media, is accessible to a broader range of consumers, and provides consumers
with more natural and comfortable interactions.

ACT 2.0 – an agent of our own
Here we draw an analogy between ACT research and the evolution of the worldwide
web. The first “version” of the web was about the ability to retrieve information. Web
2.0 was more focused on the user, as well as his/her ability to collaborate and share
information. This allowed people to use standard platforms to create customized
interfaces that integrated available information with their own personal preferences
and the opinions of selected “friends”. The first generation of ACT research focused
primarily on the role of ACTs in the decision-making process (Alba et al., 1997;
Adomavicius and Tuzhilin, 2005; Häubl and Trifts, 2000; West et al., 1999) and on
improving the algorithms used to generate the recommendations (e.g. Balabanovic and
Shoham, 1997; De Bruyn et al., 2005; Toubia et al., 2003). In the following sections, we
examine some potential future directions for research that builds on what we have
learned so far and aims to solve the problems that we have argued hinder the
large-scale adoption of such tools (Murray and Häubl, 2009).

Personalized interfaces
One of the reasons that marketers have been interested in assistive consumer
technology is its potential to provide personalized product advice – that is, matching
recommendations to individual consumer preferences. Much less attention has been
given to personalizing the interface through which the ACT interacts with the
consumer. In other words, personalization has been used to address the usefulness of
such tools, while personalizing the interface to make the tool easy to use has been
under investigated. Nevertheless, there is some initial evidence suggesting that such an
approach could substantially improve the willingness of consumers to use ACTs (e.g.
Bright, 2008; Price et al., 2006).
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For example, a recent study conducted at MIT suggests that web sites that are able
to adapt to the cognitive and cultural styles of individual consumers can substantially
improve a consumer’s preference for that site and increase the site’s sales (Hauser et al.,
2009; Urban et al., 2009). The basic idea is that, to effectively convey information, such
as product specifications or recommendations, a web site must not only provide the
right data (i.e. useful content, accurate recommendations, etc.), but it also has to
provide it in the way that is the most appropriate for individual consumers. That is,
much like good human advisors attempt to build some rapport with the consumer they
are advising before getting down to the business of making recommendations, Hauser
and colleagues developed web sites that were capable of “morphing” to connect with
the individual user. Specifically, the web sites were designed to automatically match
their basic “look and feel” to the users’ cognitive style.

To personalize the web site in this way, the researchers “primed” the Bayesian
inference engine with data on the different cognitive styles of a group of consumers
sampled from the general population. This sample completed a detailed survey that
assessed cognitive style (i.e. the extent to which people were visual versus verbal,
analytic versus holistic, impulsive versus deliberate, leaders versus followers, technical
versus nontechnical, etc.). The researchers then segmented the market into 16 different
cognitive style groupings and examined the way that each of these groups preferred to
interact with the web site (i.e. they analyzed the click-stream data for each of these
segments) (Hauser et al., 2009). That data was then used to categorize new users of the
web site into one of the cognitive style segments. Based on how a new user navigates
the site, the interface morphs to a design that best matches the cognitive style of
the user (Urban et al., 2009). In this way, the web site is quickly personalized to the
“look and feel” that is best matched to the individual user. The results of this research
show that the passive morphing web site (i.e. the one that did not ask the user about his
or her preferences or cognitive style) was just as effective at personalizing the interface,
as was a web site that was morphed based on an extensive user survey (which
measured cognitive style explicitly). Specifically, when the web site was personalized
to match the cognitive style of the user, purchase intentions increased by
approximately 20 percent. The web site that the research was conducted on was
an experimental interface for the BT Group (formerly British Telecom), and the authors
estimated that, if implemented across BT’s online system, the increase in purchase
intentions would translate into tens of millions of dollars in additional revenue (Hauser
et al., 2009).

However, other research has indicated that although passive personalization can
substantially improve the user experience and dramatically increase the loyalty that
consumers exhibit towards a personalized web site, the value added by such
personalization is not obvious or immediately apparent to consumers (Murray et al.,
2009). Specifically, the results of that study suggest that if the value of personalization
– for example, more efficient interactions and purchases – is not explicitly explained to
consumers, they will not exhibit a greater preference for the personalized web sites
unless they have substantial direct experience with a non-personalized web site as a
basis for comparison. This work suggests that, although passive interface
personalization is one potential solution to the problem of ease of use that is worthy
of additional investigation, designers should also continue to look for other ways to
improve initial ease of use.
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For example, research has indicated that when even very rudimentary social
capabilities are built into computer interfaces, users tend to respond much more
favorably (Bickmore and Picard, 2005; Picard, 1997). Prior work in this area suggests
that people tend to treat interactions with electronic interfaces in much the same way
they respond to interactions with other humans (Burgoon et al., 2000; Reeves and Nass,
1996; Sundar, 2004). According to Nass and Moon (2000), this appears to be especially
true when the interface outputs information as words (Turkle, 1984), is interactive in
the sense that it bases its responses on multiple prior inputs (Rafaeli, 1990), and
undertakes tasks that have traditionally been performed by humans (Cooley, 1966;
Mead, 1934). Therefore, it seems that people are likely to respond to ACTs in a manner
that is largely analogous to the way in which they would respond to another human
being.

Even small steps towards designing more anthropomorphic interfaces have the
potential to dramatically improve users’ willingness to interact with technology
(Murray and Häubl, 2009). For example, an emerging stream of research suggests that
when a shopping web site employs humanoid avatars to interact with users,
consumers tend to have more favorable attitudes towards both the retailer and their
merchandise (Davis et al., 2009; Hemp, 2006; Holzwarth et al., 2006; Owens et al., 2009).
More specifically, it has been demonstrated that computers that apologize for
errors increased the users’ level of enjoyment when interacting with the machine,
as well as their preference for that computer (Tzeng, 2004). Similarly, software agents
that display empathy and respond to emotions displayed by users can improve
the users’ preference for the interface, perceptions of the web site’s trustworthiness
and the perceived supportiveness of the interface (Brave et al., 2005; Prendinger et al.,
2004). In general, the initial evidence suggests that, when an electronic
interface incorporates elements of typical human social interaction, the interface is
able to exert a greater influence on human decision-making (Picard, 1997; Reeves and
Nass, 1996).

Trusted advisers
One of the critical ways that interface design influences human decision-making is by
improving the trust that a user has in the technology (Feng et al., 2009). According to
Urban et al. (2009), “Trust can be distilled down to three dimensions:
integrity/confidence, ability/competence, and benevolence” (p. 180). Given that
cooperative interactions with technology (Hoffman et al., 1999) and opportunities for
co-creation (Prahalad and Ramaswamy, 2004) tend to substantially enhance the trust
that consumers are willing to place in technology, it would seem that the basic design
characteristics of ACTs are conducive to building trust. Consistent with this notion,
early evidence suggests that consumers are quite willing to trust ACTs. For example,
Senecal and Nantel (2004) found that consumers who received product
recommendations from an ACT were twice as likely to choose a product that the
ACT recommended as compared to consumers who shopped without assistance.
Moreover, the authors found that product recommendations made by an ACT were
more influential than those provided by human experts. Similarly, Urban and Hauser
(2003) found that customers trusted a virtual advisor that helped them make an
automobile purchase eight times more than they trusted traditional automobile dealers.

At a minimum, for an ACT to be perceived as trustworthy, consumers will need to
believe that it can protect their privacy and ensure their security (Shankar et al., 2002).
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However, recent research has clearly demonstrated that other factors can play an
equally important role. For example, products with high levels of brand equity tend to
gain trust quickly in electronic environments (Bart et al., 2005). Positive reviews by
other shoppers can also help accelerate the process of trust development (Smith et al.,
2005). Interestingly, interface design appears to play a predominant role in consumers’
perceptions of trustworthiness and, ultimately, their purchase intentions (Schlosser
et al., 2005). In fact, according to Bart et al. (2005), ease of navigation/use is a more
important factor in building trust than are the consumer’s perceptions of a web site’s
privacy and security. Other studies have come to similar conclusions (e.g. Fang and
Salvendy, 2003; Fogg et al., 2003; Kim and Moon, 1998). Following ease of use, Bart et al.
(2005) found that the next most important driver of trust was the ability of the seller to
offer the consumer tools that provide decision assistance. Therefore, although most
ACT research has focused on providing useful assistance, the extant research suggests
that if the ACT wants to fulfill its role as a trusted advisor, it is equally (if not more)
important to ensure that the design of the ACT maximizes the ease with which
consumers can obtain recommendations.

There are two key reasons why building trust is at the heart of technology that aims
to successfully provide assistance to consumers. First, without trust, ACTs will have a
much more difficult time collecting the data that they need to build useful profiles of
consumers’ preferences (e.g. Chellappa and Sin, 2005; Milne and Boza, 1999;
Schoenbachler and Gordon, 2002). Second, without trust, consumers are much less
likely to accept assistance from an ACT (Murray and Häubl, 2008). Therefore, a better
understanding of how trust forms and can be managed in electronic environments is a
critical element in the advancement of assistive consumer technology. In addition,
although work examining online trust has been undertaken by researchers in a variety
of fields – , e.g. marketing, psychology, information technology, computing science,
economics, etc. – further progress may well require a more interdisciplinary approach
(Urban et al., 2009).

It takes a village
Another area that seems to be ripe for additional research is the incorporation of social
media data into recommendation systems. A great deal of preference information is
now available on the web through social networks like Facebook and Twitter.
Similarly, many online retailers report detailed product reviews by a wide range of
people across a vast array of products. In addition, there are a myriad of blogs,
discussion groups, and other electronic forums that are accumulating an increasingly
large amount of information on the product and service preferences of a large sample of
the population. It would seem that this is a data set with the potential to inform many
recommendation systems, possibly reducing the number of questions that need to be
directly asked of consumers and/or limiting the amount of behavioral data that must
be collected before effective recommendations can be made.

A sub-class of recommendation systems is emerging that suggest to users of social
online networks other members of the community that they might be interested in
connecting with (e.g. Harper et al., 2007; Liu et al., 2008). What we are proposing here,
however, is not making connection recommendations within social networks, but to
instead use the information within these communities – especially those that provide
public access to such information – to improve the effectiveness of ACTs.
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A key distinction between this type of approach and the other algorithms that we
have discussed is that social data mining systems do not need to ask the consumer
questions (as feature-based recommendation systems do; Murray and Häubl, 2009), nor
do they need to know the preferences of others (as collaborative filtering algorithms do;
Herlocker et al., 2004). Instead, social data-mining systems are a type of passive
personalization that learn about consumers preferences by extracting information from
online communities and conversations (including C2C, B2C, G2C, etc.). However, a key
difference between extracting information from web navigation behavior (e.g. online
shopping) and social networks is that the preference information on an individual’s
profile is non-arbitrary in the sense that it has been chosen by the individual for
display. This type of information is likely to be more representative of the type of deep
preferences and brand relationships (Fournier, 1994) that may be substantially more
difficult to uncover through behavioral (e.g. click-stream) data alone. The basic idea
being that social networks “do more than simply reveal the superficial structure of
social connectedness – the rich meanings bottled with social network profiles imply
deeper patterns of culture and taste” (Liu et al., 2008, p. 1).

An early example of such a system was PHOAKS (People Helping One Another
Know Stuff), which used a collaborative filtering approach to automatically recognize,
filter and redistribute recommendations made by people writing Usenet news
messages (Terveen et al., 1997). Realizing that a great deal of knowledge was being
disseminated through Usenet messages, Terveen and colleagues created a system that
identified recommendations within those messages and organized them into a form
that was easier to access and use. Recently, researchers have employed more
sophisticated approaches to using the data that are available on the profiles of
individuals within social networks (e.g. MySpace, Orkut, Facebook, etc.), to generate
preference models.

For example, Golbeck and Hendler (2006) developed FilmTrust, a movie
recommender that uses social network data to recommend movies. The basic idea is
that people develop social connections with others who share similar preferences (e.g.
Zeigler and Lausen, 2004). This approach infers and provides a value for the strength
of each connection within a network using the TidalTrust algorithm (Golbeck, 2005).
Movie recommendations are then made by a collaborative filtering algorithm that uses
the strength of connection value to weight the movie ratings made by people within the
network. Giving more weight to the ratings of people that an individual is more closely
connected to and who, presumably, have preferences that are more similar to that
individual. The system can also then display reviews of the recommended movies that
are sorted according to the strength of connection between the person receiving the
recommendation and the person who has written the review. Tyler and Zhang (2008)
have also used a modified version of TidalTrust to generate recommendations for a
much broader range of products using data from Epinions.com. They found that this
approach was able to very accurately predict consumers’ preferences, when it could be
applied. However, because they were working with a very large number of products –
which on average had only 2.4 ratings each – they were rarely able to use social
network connection values to weight ratings.

Given that the widespread use of social networks is a fairly recent development, this
approach to providing assistance to consumers is clearly still in its infancy.
Nevertheless, as networks grow and become increasingly dense with data, the potential
exists to substantially improve recommendations in an unobtrusive manner. At the
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same time, growing concern over information privacy within social networks may
ultimately limit the availability of this type of data (Gross and Acquisti, 2005).

Greater accessibility
There is also a need for research that investigates the ability to use ACTs to assist
consumers beyond the transaction and into the actual consumption of the product. A
first step in this direction would be to collect data on where consumers most need
assistance in their day-to-day lives. With a better understanding of what kind of
assistance would be valuable, ACT design in this area can begin in earnest. For
example, the Metro Group is experimenting with smart appliances that help consumers
with routine shopping and meal preparation. This includes refrigerators that are able
to use RFID tags embedded in grocery products to let the consumer know when they
are running low on regular items or what additional products they might need to
prepare a favorite recipe. The shopping list is then transmitted to a mobile phone, or
even a smart shopping cart, that can use GPS technology to direct the consumer to the
products on the list during the shopping trip.

Another promising area of post-purchase consumer assistance is the growing need
to improve decision making for those that suffer from some form of cognitive
impairment or disability. In particular, the aging population in many countries is
expected to lead to substantially higher levels of cognitive impairment and dementia
(Ferri et al., 2005). Tools that provide such consumers with assistance could be
extremely beneficial in helping with consumption tasks – from simple reminders to
take particular pills to more advanced forms of assistance that allow for greater
independent functioning. Newcastle University’s e-business hub is in the initial stages
of a large scale research project that aims to address these issues. Part of that project
will involve building smart kitchens that go beyond helping with the next shopping
trip to using technology to make regular routines easier for people who are less able to
recall what they have already done and what they would like to accomplish next.

Ultimately, for technology to fulfill its promise of helping consumers, research will
also have to address the accessibility of this type of technology. There is growing
concern about the potential effects of the digital divide (e.g. Ferro, 2010). Obviously,
ACTs can only be adopted by those who have access to the necessary technology. This
means that research will have to broaden its scope from facilitating electronic
commerce over the Internet to also include emerging technologies. For example, some
types of ACTs are currently available as iPhone apps (e.g. GoodGuide, Alice, Yelp
Monocle, etc.). As discussed previously, this could also include ACTs being built into
the next generation of smart appliances. Your next coffee maker might not only
produce a variety of coffees in a convenient way, but it could also help you select the
right type of espresso to complement an almond biscotti. Similarly, a wine cooler might
be capable of recommending a wine for a given meal – possibly even basing that
recommendation on the ingredients you have available in your refrigerator for making
dinner. Medicine cabinets could warn of drug interactions or provide advice on how to
treat particular symptoms. Although a very interesting opportunity for future
research, these types of ACTs require that we find solutions to the problems that
appear to be hindering the adoption of current ACTs – that is, better algorithms and
more usable interfaces – and it will require work that better integrates consumer
research with computing science and engineering. In particular, research will need to
address the ability of people to integrate the vast availability of electronic information,
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while they make decisions in the real world – that is, we need to better understand how
the emergence of augmented reality will affect consumer behavior. Along the same
lines, we know very little about how consumers will behave in a world that offers
information and assistance at any time and place. In the next section we discuss these
issues, which we believe provide very interesting prospects for future research.

Augmented reality and multi-agent systems
The full potential of assistive consumer technologies (Negroponte, 1995; Alba et al.,
1997) is unlikely to be realized by the development of single agents that operate across
multiple domains. It is becoming clear that no single recommendation methodology,
technique or algorithm will work best for all users in all situations. Instead, the field
appears to be moving towards multi-agent systems that work on top of a “semantic
web” of information (Zeigler, 2005). These agents will be able to talk to each other and
share information. Some may work for retailers (or other sellers), while others will
work for consumers and, possibly, others will work for information intermediaries
(organizations that collect and distribute information to both buyers and sellers) (e.g.
Maes et al., 1999). One possibility for such a system is similar to what Negroponte
(1995) and Alba et al. (1997) envisioned – each person has their own agent that works
on their behalf and collects (and shares) information with other agents to assist the
consumer with a wide variety of tasks. Alternatively, consumers may use different
ACTs to accomplish different consumption goals and rely on a meta-system to help
them choose the appropriate ACT for a given situation (e.g. Fullam, 2007; Wei et al.,
2005; Yu, 2002).

In addition, the design and development of ACTs is quickly moving into mobile
devices, which paves the way for consumption to take place in a world of augmented
reality. In a simple form, this is already taking place as consumers use smart phones to
check the prices and availability of products online while shopping in a bricks and
mortar store (Fredrix, 2009). For example, the Android and iPhone app ShopSavvy
allows consumers to scan the bar code of a product to find the best price for product
online and in nearby stores. With this type of technology, a shopper can easily compare
the price of an item that they are looking at in one store with the price for the same item
in a variety of other stores. Another application, CouponSherpa, will deliver coupons to
a consumer’s smartphone for stores that s/he is physically near. In-car navigation
systems can respond to voice commands to find and supply directions to specific types
of restaurants. Projects like PocketLens (Millar et al., 2004) have demonstrated the
potential to run sophisticated recommendation systems on mobile devices. Other
examples include the Collaborative Travel Agent System (CTAS) based on an
intelligent Multi-Agent Information System (MAIS) architecture, which has been
proposed to proactively assist travelers on the web and through mobile devices (Chiu
et al., 2009). The MyCampus project at Carnegie Mellon combines a multi-agent
recommendation system with GPS technology, which allows for personalized
recommendations that take into account location, time of day, local events, and
individual preferences (Sadeh et al., 2002, 2005). Ultimately, ACTs that are able to
incorporate context-specific information with more accurate and stable consumer
preference profiles can provide assistance that is tailored to particular consumers in
specific situations.
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Managerial implications – consumer-centric design
In this paper we have discussed the importance of ACTs, briefly reviewed current
research and conjectured about the opportunities that are likely to arise as technology
continues to progress. However, it is important to keep in mind that at the heart of
ACTs is not the technology nor the corporation, but the consumer. It is the consumer
who will ultimately pay the bills. ACT designs that focus on functionality – such as
recommendation quality – run the risk of being relegated to the lab as consumers shy
away from tools that are too difficult to use. For managers and organizations thinking
about providing decision assistance to their customers, building tools that deliver high
quality recommendations is only ACT 1.0. Throughout this article we have discussed a
variety of issues that need to be addressed before firms will be ready to deploy the
types of decision aids that we believe will be required for ACT 2.0. At the top of this list
is the ability to develop stable preference profiles without unduly burdening or
violating the privacy of the consumers that we aim to help (Murray and Häubl, 2009;
Simonson, 2005). Similarly, although there is a role for ACTs that work as double
agents, building excessive bias into these tools runs the risk of damaging consumer
trust and reducing satisfaction, which in the long run will hurt the success of the firms
that implements these tools. Ultimately, ACTs that put the consumer first and make
ease of use a core element of their design, have the potential to substantially improve
the decisions that consumers make.

Notes

1. An Exabyte is 10 to eighteenth power bytes – i.e. 1,000,000,000,000,000,000,000.

2. Bohn and Short (2009) defined information consumed as the amount of data delivered to
people, measured as the bytes, words, and hours consumers received in 2008. They
estimated that consumption totaled 2.6 zettabytes and 10,845 trillion words in 2008. A
zettabyte is 10 to the twenty-first power bytes or a million million gigabytes – i.e.
1,000,000,000,000,000,000,000,000.

3. With ACT 1.0 and ACT 2.0 we are referring to periods of research rather than specific
assistive consumer technologies.
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Häubl, G. and Murray, K.B. (2006), “Double agents: assessing the role of electronic
product-recommendation systems”, Sloan Management Review, Vol. 47 No. 3, pp. 8-12.
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